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QUESTION: Why has the center 
for risk analysis and governance…
…chosen to focus this meeting on 
uncertainty?

ANSWER: Because risk is the exposure to 
a chance of injury or loss.

When an injury or loss is a sure thing we 
do not use the word risk.

And, of course, the word chance implies 
uncertainty.
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Before I turn to uncertainty…
…I should note that the simple 
assumption often made by many 
technical people, that risk is the 
expected value of some loss

E[p*L]
is not consistent with the way in which 
we all think about risk in our daily lives.
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There is…
…a large literature in 
behavioral social science 
that finds that people view 
risk as a multi-attribute 
concept.

FOR DETAILS SEE: Sarah Lichtenstein, Paul Slovic, Baruch Fischhoff, Mark Layman and Barbara Combs, "Judged frequency of lethal events," Journal 
of Experimental Psychology, Human learning and memory, 4, pp. 551-578, 1978 Nov. AND Paul Slovic, Baruch Fischhoff and Sarah Lichtenstein, "Facts 
and Fears: Understanding perceived risk," pp. 181-216, in Societal Risk Assessment, Schwing and Albers (eds.), Plenum, 1980.
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When does uncertainty matter 
in risk and policy analysis?
Decision analysis says it should matter when:

• decision makers' attitudes toward risk are 
important (e.g., risk aversion);

• uncertain information from different sources must 
be combined;

• when decisions must be made about acquiring 
additional information; and

• when the loss function has a significant third 
order dependency on the uncertain quantity (i.e., 
is highly asymmetric).
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Beyond these formal reasons...
...dealing explicitly with uncertainty:

• helps identify and overcome biases from 
cognitive heuristics;

• helps in defining and revising models;
• helps decision makers better evaluate the advice 

they are receiving (e.g., can help them 
understand the extent to which different experts 
agree or disagree);

• helps in explicitly separating issues of value from 
issues of fact; and

• helps analysts more clearly state the implications 
and limitations of their work.



7

This afternoon I will talk about:
• Sources of uncertainty and the characterization 

of uncertainty.

• Uncertainty versus variability. 

• Two basic types of uncertainty.

• Uncertainty about coefficient values.

• Uncertainty about model functional form.

• Analyzing uncertainty.

• The use and abuse of "expert elicitation."

• Some summary guidance on reporting, 
characterizing and analyzing uncertainty.
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Probability
Probability is the basic language of uncertainty.

Risk analysis typically adopts a personalistic view 
of probability (sometimes also called a subjectivist 
or Bayesian view).

In this view, probability is a statement about the 
degree of belief that a person has that a specified 
event will occur given all the relevant information 
currently known by that person.  That is:

p(X|i) where:

X is the uncertain event

i is the person's state of information.
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The clairvoyant test
Even if we take a personalist view of probability, 
the event or quantity of interest must be well 
specified for a probability, or a probability 
distribution, to be meaningful. 

"The retail price of gasoline in 2015" does not 
pass this test.  In order to give a precise answer, 
a clairvoyant would need to know things such as:

• Where will the gasoline be purchased?

• At what time of year?

• What octane?
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Does a subjectivist view mean 
your probability can be arbitrary?

NO, because if they are legitimate probabilities, 
they must:

• conform with the axioms of probability; and

• be consistent with available empirical data.

Many people ask, why deal with formal 
probability?  Why not just use subjective words 
such as "likely" and "unlikely" to describe 
uncertainties?  

There are very good 
reasons not to do this.
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The risks of using qualitative 
uncertainty language

Qualitative uncertainty language is inadequate 
because:

- the same words can mean very different 
things to different people;

- the same words can mean very different 
things to the same person in different 
contexts; and

- important differences in experts' judgments 
about mechanisms (functional relationships), 
and about how well key coefficients are 
known, can be easily masked in qualitative 
discussions.
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Figure adapted from Wallsten et al., 1986.

This figure shows the 
range of probabilities 
that people are 
asked to assign 
probabilities to 
words, absent any 
specific context.
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The minimum probability 
associated with the word 
"likely" spanned four orders of 
magnitude.
The maximum probability 
associated with the word "not 
likely" spanned more than five 
orders of magnitude. 
There was an overlap of the 
probability associated with the 
word "likely" and that 
associated with the word 
"unlikely"! 

Figure from Morgan, HERA, 1998.
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The bottom line:
Without at least some quantification, 
qualitative descriptions of uncertainty 
convey little, if any, useful information.

The climate assessment community is 
gradually learning this lesson.  
Steve Schneider and Richard Moss worked 
hard to promote a better treatment of 
uncertainty in the work of the IPCC. 

At my insistence, the U.S. national 
assessment synthesis team gave quantitative 
definitions to five probability words:
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BUT, in other fields…

which recommended…"against routine use of formal quantitative 
analysis of uncertainty in risk estimation, particularly that related to 
evaluating toxicology."

While analysts were encouraged to provide "qualitative descriptions of 
risk-related uncertainty," the Commission concluded that "quantitative 
uncertainty analyses of risk estimates are seldom necessary and are 
not useful on a routine basis to support decision-making."

Such views are changing, but progress continues to be slow.

…such as biomedical and health 
effects, progress has been much 
slower.

A concrete example of this is provided by the 
recommendations of the U.S. Presidential/ 
Congressional Commission on Risk Assessment 
and Risk Management (1997)
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This afternoon I will talk about:
• Sources of uncertainty and the 

characterization of uncertainty.

• Uncertainty versus variability. 

• Two basic types of uncertainty.

• Uncertainty about coefficient values.

• Uncertainty about model functional form.

• Analyzing uncertainty.

• The use and abuse of "expert elicitation."

• Some summary guidance on reporting, 
characterizing and analyzing uncertainty.
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Uncertainty versus variability
Many processes, such as the rate of flow in a river, 
or the sensitivity of individuals to a pollutant, show 
variability over time or across individuals.  

For example, consider the case of how different 
individuals might respond to a pollutant:
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Variability can be represented…
…by a histogram, which is a non-subjective statement 
about a set of data.  For example:
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Because histograms showing variability are based on 
observed data and are not subjective, some who are 
uncomfortable about using a Bayesian perspective 
have drawn an overly sharp distinction between  
variability and uncertainty.



19

Sometimes it is important…
…to make a distinction between variability and 
uncertainty, but more typically in risk and policy 
analysis, variability is just another contributor to 
the uncertainty that must be characterized and 
addressed.

Treating the two separately can 
result in intellectually interesting, 
complex displays.  However, in 
my view these are rarely helpful 
in practical risk analysis and risk 
decision making.

Source: Frey and Burmaster, Risk Analysis, 1997



20

This afternoon I will talk about:
• Sources of uncertainty and the 

characterization of uncertainty.

• Uncertainty versus variability. 

• Two basic types of uncertainty.

• Uncertainty about coefficient values.

• Uncertainty about model functional form.

• Analyzing uncertainty.

• The use and abuse of "expert elicitation."

• Some summary guidance on reporting, 
characterizing and analyzing uncertainty.
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We must consider two 
quite different kinds of uncertainty

1. Situations in which we know the relevant 
variables and the functional relationships 
among them, but we do not know the values of 
key coefficients (e.g., an oxidation rate, the 
slope of a damage function, or the "climate 
sensitivity").

2. Situations in which we are not sure what all the 
relevant variables are, or the functional 
relationships among them (e.g., will rising 
energy prices induce more technical 
innovation?).

Both are challenging, but the first is much more easily 
addressed than the second.  
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PDFs and CDFs

A number of examples I am about to show are in 
the form of probability density functions (PDFs) 
or cumulative distribution functions (CDFs).

Since some of you may not make regular use of 
PDF's and CDF's, let me take just a moment to 
remind you...
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Probability density function
or PDF
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Cumulative
distribution

function
or CDF

V , V alue of the 
          uncertain quantity

P
ro

ba
bi

lit
y 

de
ns

ity

V V + δδδδ

0.5

1.0

C
um

ul
at

iv
e 

pr
ob

ab
ili

ty

p

p

0

mean

median

mode

NOTE: In asymmetric 
distributions with long 
high tails, the mean may 
be much much larger 
than the median.



25

If I have good data...
...in the form of many observations of a random process, then I 
can construct a probability distribution that describes that 
process.  For example, suppose I have the 145 years of rainfall
data for San Diego, 
California, and I am 
prepared to assume 
that over that period 
San Diego's climate 
has been "stationary" 
(that is the basic 
underlying processes 
that create the year-
to-year variability 
have not changed)…

Source: Inman et al., Scripps, 1998.
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Then if I want…
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…a PDF for future San Diego 
annual rainfall, the simplest 
approach would be to 
construct a histogram from 
the data, as illustrated to the 
right.

If I want to make a prediction 
for some specific future year, I 
might go on to look for time 
patterns in the data.  Even 
better, I might try to relate 
those time patterns to known 
slow patterns of variation in 
the regional climate, and 
modify my PDF accordingly.



27

In that way…
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…I could construct a PDF and 
CDF for future San Diego rain-
fall that would look roughly like 
this.

However, suppose that what I 
really care about is the 
probability that very large 
rainfall events will occur.

Since there have only been two 
years in the past 145 years 
when rainfall has been above 
60 cm/yr over, I'll need to 
augment my data with some 
model or physical theory, and 
perhaps make use of expert 
judgment.
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In summary…
…one should use available data, and well-established 
physical and statistical theory, to describe uncertainty 
about the value of key coefficients whenever either or 
both are available.

However, often the available data and theory are not 
exactly relevant to the problem at hand, or they are 
not sufficiently complete to support the full objective 
construction of a probability distribution.

In such cases, one may have to rely on expert 
judgment.  

I'll say a few more words about that in a moment.
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• Two basic types of uncertainty.
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• Analyzing uncertainty.

• The use and abuse of "expert elicitation."

• Some summary guidance on reporting, 
characterizing and analyzing uncertainty.
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Uncertainty about model form
Often uncertainty about model form is as or more 
important than uncertainty about values of coefficients.  
Until recently there had been little practical progress in 
dealing with such uncertainty, but now there are several 
good examples:

• John Evans and his colleagues at the Harvard 
School of Public Health (e.g., Evans et al., 1994). 

• Alan Cornell and others in the seismic risk (e.g., 
Budnitz et al., 1995).

• Hadi Dowlatabadi and colleagues at Carnegie 
Mellon in Integrated Assessment of Climate Change 
- ICAM (e.g., Morgan and Dowlatabadi, 1996).

• Also on climate, Lempert and colleagues at RAND 
(e.g., Lempert, Popper, Bankes, 2003).
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John Evans 
and colleagues….
…have developed a 
method which lays out a 
"probability tree" to 
describe all the plausible 
ways in which a chemical 
agent might cause harm.  
Then experts are asked 
to assess probabilities on 
each branch.

For details see:  John S. Evans et al., "A distributional approach to characterizing low-
dose cancer risk," Risk Analysis, 14, 25-34, 1994; and John S. Evans et al., "Use of 
probabilistic expert judgment in uncertainty analysis of carcinogenic potency,"
Regulatory Toxicology and Pharmacology, 20, 15-36, 1994.
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ICAM
Integrated Climate 
Assessment Model

For details see:
Hadi Dowlatabadi and M. Granger Morgan, "A Model Framework 
for Integrated Studies of the Climate Problem," Energy Policy,  
21(3), 209-221, March 1993.
AND
M. Granger Morgan and Hadi Dowlatabadi, "Learning from 
Integrated Assessment of Climate Change," Climatic Change, 
34, 337-368, 1996.

A very large hierarchically
organized stochastic
simulation model built
in Analytica®.
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ICAM dealt with...
…both of the types of uncertainty I've talked about:

1. It dealt with uncertain coefficients by 
assigning PDFs to them and then performing 
stochastic simulation to propagate the 
uncertainty through the model.

2. It dealt with uncertainty about model  
functional form (e.g., will rising energy prices 
induce more technical innovation?) by 
introducing multiple alternative models which 
can be chosen by throwing "switches."
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ICAM
I won't take the time to present details from our work with 

the ICAM integrated assessment model.  Here are just 
four conclusions:
1. Different sets of plausible model assumptions give 

dramatically different results.
2. No policy we looked at is dominant over the wide 

range of plausible futures we examined.
3. The regional differences in outcomes are so vast 

that few, if any, policies pass muster globally for 
similar decision rules.

4. Different metrics of aggregate outcomes (e.g., $s 
versus hours of labor) skew the results to reflect the 
OECD or developing regional issues respectively.
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More generally we…
…concluded, that prediction and policy optimization are pretty silly 
analytical objectives for much assessment and analysis related to 
the climate problem. 

It makes much more sense to:

• Acknowledge that describing and bounding a range of 
futures may often be the best we can do.

• Recognize that climate is not the only thing that is changing, 
and address the problem in that context.

• Focus on developing adaptive strategies and evaluating 
their likely robustness in the face of a range of possible 
climate, social, economic and ecological futures.

Work by Robert Lempert and colleagues takes a very similar 
approach (e.g., Lempert, Popper, Bankes, 2003).
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Consider a simple model…

y = f(x1,x2)

Source: Morgan and Henrion, 1990

… y=f(x1,x2) where the values of both x1and x2
may be uncertain.
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Parametric analysis

Source: Morgan and Henrion, 1990
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Combinatorial analysis
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Sensitivity Analysis

Source: Morgan and Henrion, 1990



41Source: Morgan and Henrion, 1990

Propagation of continuous 
distributions
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Monte Carlo Simulation

Y
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Tools for analysis
Tools for continuous 
processes:

• Exposure models
• Dose response functions
• etc.

In the past, using some of these 
tools was very challenging and 
time consuming. Today, such 
analysis is facilitated by many 
software tools (e.g., Analytica®, 
@risk®, Crystal Ball®, etc.).

Tools for discrete events:
• Failure modes and effects 

analysis
• Fault tree models
• etc.
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Expert elicitation
The elicitation of expert judgment, often in the form of 
subjective probability distributions, can be a useful 
way to combine the formal knowledge in a field, as 
reflected in the literature, with the informal knowledge 
and the intuition of experts.  Elicitation can be a useful 
tool in support of research planning, private decision 
making, and the formulation of public policy.

HOWEVER the design and execution of a good expert 
elicitation takes time and requires a careful integration 
of knowledge of the relevant substantive domain with 
knowledge of behavioral decision science.



47

Over Confidence

1900

300000

299800

299600 1920 1940 196018801860

299800

299790

299780

299770

299760

Recommended
value with reported
uncertainty

Year of experiment

299750

For details see: Henrion and Fischhoff, “Assessing Uncertatinty in Physical Constants,” 
                        American Journal of Physics , 54, pp791-798, 1986.

Value of uncertain quantity

0

0.5

1.0

2% probability that true value lies 
below the 1% lower bound or
above the 99% upper bound.
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Cognitive heuristics
When ordinary people or experts make judgments about 
uncertain events, such as numbers of deaths from 
chance events, they use simple mental rules of thumb 
called "cognitive heuristics."

In many day-to-day circumstances, these serve us very 
well, but in some instances they can lead to bias - such 
as over confidence - in the judgments we make.

Elicitation protocols should be designed to minimize the 
impact of three key heuristics: "availability," "anchoring 
and adjustment," and "representativeness."

However, rather than spend more time talking 
about "how to" details, I'll show three examples
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Example 1:
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Example 2:
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Example 3:

Figure source: Kuhlbrodt et al., 2005.
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It may be tempting…
…to view expert elicitation as a low cost, low effort, 
alternative to doing serious research and analysis.  

It is neither. 

Expert elicitation should build upon the best available 
research and analysis and be undertaken only when the 
state of knowledge will remain insufficient to support timely 
informed assessment and decision making. 

It is also tempting to want to combine the judgments of 
multiple experts in order to obtain the answer.  Sometimes 
this makes sense.  However, if different experts base their 
judgments on very different models of the way in which the 
world works, or if they produce quite different judgments 
that will be used as the input to a non-linear model, then 
combining judgments does not make sense. 
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CCSP Guidance Document

➭63
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Doing a good job…

…of characterizing and dealing with uncertainty can never be 
reduced to a simple cookbook.  One must always think 
critically and continually ask questions such as:

• Does what we are doing make sense?
• Are there other important factors which are as or 

more important than the factors we are considering?
• Are there key correlation structures in the problem 

which are being ignored?
• Are there normative assumptions and judgments 

about which we are not being explicit?

That said, the following are a few words of guidance…
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Reporting uncertainty
When qualitative uncertainty words (such as likely and 
unlikely) are used, it is important to clarify the range of 
subjective probability values that are to be associated with 
those words.  Unless there is some compelling reason to 
do otherwise, I recommend the use of a framework such 
as the one shown below:
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Reporting uncertainty…(Cont.)
Another strategy is to display the judgment 
explicitly as shown:

This approach provides somewhat greater precision 
and allows some limited indication of secondary 
uncertainty for those who feel uncomfortable making 
precise probability judgments.
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Reporting uncertainty…(Cont.)
In any document that reports uncertainties in conventional 
scientific format (e.g., 3.5+0.7), it is important to be explicit 
about what uncertainty is being included and what is not, and to 
confirm that the range is plus or minus one standard deviation. 
This reporting format is generally not appropriate for large 
uncertainties or where distributions have a lower or upper 
bound and hence are not symmetric.

Care should be taken in plotting and labeling the vertical axes 
when reporting PDFs.  The units are probability density (i.e., 
probability per unit interval along the horizontal axis), not
probability.

Since many people find it difficult to read and correctly interpret 
PDFs and CDFs, when space allows it is best practice to plot 
the CDF together with the PDF on the same x-axis.
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Reporting uncertainty…(Cont.)
When many uncertain results must be reported, box plots (first 
popularized by Tukey, 1977) are often the best way to do this in a 
compact manner.  There are several conventions.  Our 
recommendation is shown below, but what is most important is to 
be clear about the notation.

See: Tukey, John W., Exploratory Data Analysis, Addison-Wesley, 688pp., 1977.
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Reporting uncertainty…(Cont.)

While there may be circumstances in which it is 
desirable or necessary to address and deal with 
second-order uncertainty (e.g., how sure an expert is 
about the shape of an elicited CDF), one should be 
very careful to determine that the added level of 
complication will aid in, and will not unnecessarily 
complicate, subsequent use of the results.
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For more details on…
…many of the ideas I've 
covered in this talk, see:

Cambridge University Press
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Thanks very much
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